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Recently …
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ELIZA (Joseph Weizenbaum 1966)

H: Men are all alike. 
E: In what way? 
H: They’re always bugging us about something. 
E: Can you think of a specific example? 
H: Well, my boyfriend made me come here. 
E: Your boyfriend made you come here. 
H: He says I’m depressed much of the time 
E: I am sorry to hear you are depressed. 

…
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SHRDLU (Terry Winograd 1972)

H: How many blocks are not in the box? 
S: Four of them. 

… 
H: Is there anything in the box? 
S: Yes, two things: the blue block and the blue pyramid. 
H: Will you stack up both of the red blocks and either a 

green cube or a pyramid? 
S: OK.
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Past (~2000)
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1946 ENIAC (MT�)
1957 Syntactic Structure (Chomsky 1957)
1962 Association for Machine Translation and Computa-

tional Linguistics (AMTCL)
1966 ALPAC report (Pierce 1966)

ELIZA (Weizenbaum 1966)
1968 Association for Computational Linguistics (ACL)
1972 SHRDLU (Winograd 1972)
1982 ICOT (� 1992)
1984 EDR (� 2002)
1986 WordNet (Miller 1995)
1993 Penn Treebank (Marcus 1993)
1999 Foundations of SNLP (Manning&Schütze 1999)
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Present
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MATTER cycle2012

Model

Annotate

Train

Test

Evaluate

Revise

©2017 Tokunaga Takenobu

������
Tokyo Institute of Technology

Rationalism vs. Empiricism 

• Rationalism (1960ʼs~) 
• knowledge construction 

(grammar, lexicon, ontology) 
• symbol calculation on knowledge 

• Empiricism (1990ʼs~) 
• corpus annotation → training data 
• machine learning → evaluation
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Empiricism Rationalism

result of production process of production

autonomous object contextual dependency

macroscopic microscopic

big data small data

Oppositions
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Role of corpora in Empiricism

• training data for ML 
• output: annotated information 
• input: features (e.g. surrounding words, POS, 

distance, …) 
• evaluating systems
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When it does not work …

• bad annotation? (output) 
• bad features? (input)
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annotating annotation with its annotation 
process (meta annotation)
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Meta annotation

• on what? → annotation instance 
• what? → annotator behaviour 
• how? → observation vs. annotatorʼs think aloud
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Collecting annotation behaviour

• annotator does 
1.read a text 
2.decide how they annotate on what 
3.annotate it 

• collected data 
• observable data (1, 3): eye gaze, tool 

operation 
• implicit data (1, 2): decision process
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Data collection

• observable data 
• eye gaze → eye-tracker 
• tool operation → annotation tool 

• implicit data 
• TAP (think-aloud protocol) 
• dialogue analysis ← pair annotation
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What collected data is useful for?

• discovery of useful information for NLP 
what information does human use for the NLP task? 

• evaluation of annotation quality 
does behaviour imply resultant annotation quality? 

• evaluation of annotator ability 
how do expert annotators behave? 

• training annotators  
does teaching good behaviour to novice annotator 
improve their annotation skills?
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To sum
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Research items

• Data collection environment 
• Annotation tasks 
• Annotation pairs 
• Integration of observable and implicit data 
• Representation of meta annotation
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Related work (eye tracking)

• eye tracking during reading and generating texts 
(Griffin&Bock 2000), (Richardson+ 2007) 

• pair programming (Lui&Chan 2006) 
• eye tracking during debugging programs 

(Pietinen+ 2008), (Bednarik&Tukianinen 2008) 
• gaze scribing (Rosengrant 2010)  
• pair annotation (Demirsahin+ 2012)
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Relate work (NLP)

• dialogue system (Prasov+ 2007, Qu&Chai 2007) 
• reference resolution (Prasov&Chai 2008) 
• named entity annotation (Tomanek+ 2010) 
• syntactic analysis (Barrett&Søgaard 2015) 
• coreference analysis (Ross+ 2016)
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Annotation tasks

• segmentation task: identifying text spans 
e.g. POS tagging, NE recognition 

• linking task: linking between multiple text spans 
e.g. dependency analysis, reference analysis, 
predicate-argument analysis 

• transformation task: transform text to text 
e.g. translation, summarisation, paraphrasing
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Segmentation task: NE recognition

• identify proper nouns of specific semantic 
categories in texts, e.g. person name, location 
name, organisation name … 
→ IE, sentiment analysis 

• 72 instances that a machine failed to analyse 
• participants: 16 
• eye tracker: Tobii T-60
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Workflow
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Results

• accuracy of each annotator 
 
 
 

• NE difficulty
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anno. ID 01 02 04 08 10 11 12 13 14 15 ave.

#correct 59 54 63 57 64 66 64 47 59 66 59.9
accuracy .82 .75 .88 .79 .89 .92 .89 .65 .82 .92 .83

difficulty 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

#NEs 2 2 0 0 2 0 3 9 10 12 32
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Average annotation time (msec)
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anno. ID T1 T2 T1+T2 accuracy

01 4,862 2,090 6,952 0.82
02 13,115 2,998 16,114 0.75
04 7,753 1,383 9,136 0.88
08 8,198 3,373 11,571 0.79
10 11,197 3,037 14,234 0.89
11 5,759 1,734 7,493 0.92
12 6,525 2,749 9,273 0.89
13 4,257 3,105 7,362 0.65
14 9,965 2,439 12,404 0.82
15 3,580 2,067 5,647 0.92

ave. 7,521 2,498 10,019 0.832
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Average annotation time (T1; sec)
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Correlation coefficient (Pearson)
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annotation time vs. T1 T2 T1+T2

difficulty �0.47 �0.59 �0.54
text length 0.36 0.12 0.35
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Eye tracking data
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Fixations
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• using ± 2 words is a common local context for 
NER (Iwakura 2011, Darwish 2013, Passos+ 
2014)

Average fixation ratio in local contexts
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window width ±1 chunk ±2 chunks

type/token type token type token

fixation frequency 0.24 0.34 0.31 0.40
fixation duration 0.24 0.38 0.31 0.44



©2017 Tokunaga Takenobu

������
Tokyo Institute of Technology

What makes correct/incorrect responses

• Fixation distribution of correct/incorrect groups 
• 14 NEs with competing responses
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difficulty 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

#NEs 2 2 0 0 2 0 3 9 10 12 32
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Correct group (Cg) vs. Incorrect group (Ig)

• Cg tends to refer to dependency relations  
they look at predicates of the target NE or other 
arguments of the predicate (9 cases) 

• local contexts work both positive and negative 
way (3 cases) 
• clue expressions vs. annotatorʼs knowledge
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Linking task: predicate-argument structure

• Identify arguments (subject, object, …) of a give 
predicates

41

Yesterday, I had lunch with my friend.

have
subj watasi I
obj ranti lunch
dat − 

kinô watasi wa tomodati to ranti wo tabemasita

yesterday I NON friend WITH lunch ACC had
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Intra- vs. Inter-sentential argument
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I had lunch with my friend yesterday. 

φ was satisfied with the taste.

inter-sentential argument

intra-sentential argument
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Identifying subj case
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�w · �x1

�w · �x2

�w · �x3

�w · �x4

�

��� � arg max
i

�w · �xi
training 

data

I had lunch with my friend yesterday.
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Training data
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candidates label
I 〇

yesterday ×
my friend ×

lunch ×

taste ×

I had lunch with my friend yesterday. 

φ was satisfied with the taste.



������
Tokyo Institute of Technology

©2017 Tokunaga Takenobu

I had lunch with my friend yesterday. 

φ was satisfied with the taste. 

I had lunch with my friend yesterday. 

φ seemed to be satisfied with the taste.

Near miss
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I had lunch with my friend yesterday. 

φ was satisfied with the taste.

Creating training data (ranking model)
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candidates label
I 〇

yesterday ×
my friend ×

lunch ×

taste ×

candidates fix.
I 7

yesterday 1

my friend 5
lunch 2
taste 2
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Collecting eye gaze data
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Data stats.

• training data 
• Japanese balanced corpus BCCWJ 184 texts 
• intra-sentential subj: 107 texts 
• inter-sentential subj:   77 texts 
• eye gaze data from 7 annotators 

• evaluation data 
• BCCWJ  29,519 texts 
• intra-sentential subj: 21,816 
• inter-sentential subj:   7,703
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Evaluation

• models 
• binary regression (BiReg) 
• binary ranking (BiRank) 
• fixation based ranking (FixRank) 

• feature sets 
• Fbase: lexical information  
• Fsem: Fbase+semantic information 
• Fsyn:Fbase+syntactic dependency 
• Fsyn+sem: Fsyn+Fsem
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Result (accuracy)
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model feature intra inter

BiReg

base 0.56 0.04
sem 0.48 0.06
syn 0.58 0.03

sem+syn 0.52 0.05

BiRank

base 0.55 0.06
sem 0.48 0.06
syn 0.60 0.02

sem+syn 0.51 0.06

FixRank

base 0.55 0.02
sem 0.49 0.02
syn 0.63 0.02

sem+syn 0.58 0.02
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Summary

• trend in natural language processing (NLP)  
(empiricism → ) rationalism → empiricism → ? 

• human behaviour in NLP ← eye gaze data 
• segmentation task: NE annotation 

• dependency relations would be a key 
• local contexts are sometime harmful 
• importance of background knowledge 

• linking task: predicate argument structure 
• dependency relations are dominant
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